Product Forcing, Iterated Forcing, Continuum Coding, and Forcing
the Ground Axiom

Jason Chen

Note: these notes are for a presentation at the course LPS 206 at UC Irvine in Spring 2020.
The course was on set-theoretic geology and the instructor was Toby Meadows.

Recall GA is the Ground Axiom stating that the universe is not a (nontrivial) forcing extension
of some inner model. We’ll look at consistency results about GA. Eventually, we will see that
Con(ZFC) — Con(GA). We show this by noting that Con(ZFC) — Con(GCH ) and Con(GCH) —
Con(CCA), where CCA is an axiom we’ll introduce, and finally ZFC - CCA — G A. We shall look
at

1. a general fact about models of ZFC

2. how that fact is relevant to our topic

3. generalizations of a forcing poset we’ve seen

4. the continuum coding axiom and its relation to GA

5. how to force infinitely many times using product forcing and iterated forcing

6. how to use iterated (class) forcing to obtain a model satisfying the CC'A and hence GA.

A general fact about transitive models of ZFC is that they are entirely determined by what sets
of ordinals they have (recall that under ZFC, every set is coded by a set of ordinals).

Proposition 1. Let M, N be transitive models of ZF with the same ordinals, such that for every
a, PM(a) = PN(a). Let at least one of them satisfy Choice. Then M = N

Proof. Without loss of generality, suppose M satisfies AC. Since Goéddel’s pairing function I :
ON x ON — ON is absolute, we note that for every ordinal o, we have P(a x o)™ = P(a x a)V
as well.

First we show M C N. Let X € M. By (AC), we see that there is some f € M such
that f : 0 < tr cl({X}) for some ordinal # € M. Now we define the relation £ on 6 as follows:
aEf <= f(a) € f(B). Now E is just a set of ordered pairs of ordinals in M, so by assumption
E € N. In N, we may take the Mostowski collapse of (f, E) and get an isomorphic (7, €). But
notice that this is just tr cI({X}). Now since X € tr cl({X}) € N and N is transitive, we have
X eN.

Now we show N C M. We will prove this by €-induction. Let X € N and suppose that the
claim holds for every x € X (i.e., X C M). Take Y € M such that X C Y. So we consider f € M
which well-orders Y. Since M C N, this f will be in N and hence f(X) € N. But f(X) C ON, so
f(X) € M. Taking the reverse image, we have that X € M. O



So to control whether two models of ZFC are identical, it is sufficient to control what sets of
ordinals they have. Let C'H (k) be the following statement: 2% = x*. Also recall that every cardinal
% is of the form N,, where « is an ordinal. So we may view CH (R,,) as a statement /property about
a. Controlling whether a model of ZFC satisfies CH(R,) or not gives us a way to control this
property of a. Let’s look at a naive toy example.

Example 2. Let M F ZFC + GCH be a ctm. Consider whether CH(R,,) holds for w < a < w;.
We may consider a “characteristic function” f : [w,wi] — {0, 1} marking whether CH(X,) holds.
Since M satisfies GCH, we have that f is a constant function mapping everything to 1.

But we can use forcing to change that. Say we force such that M[G] F 28+ = R, ;7. Then in
MI[G], f(4) = 0. Assuming all else are unchanged, we may think of f as a characteristic function
of the set {a | w < a < wy A # 4}. Manipulating this and other “characteristic functions”, we
can code sets of ordinals with forcing to change the continuum pattern.

The example above leads to the following definition:

Definition 3. Recall that if = is a set, then there is some ordinal d, and relation £, C § x ¢ such
that (tc({z}), €) = (s, Ez) Let o, A be ordinals. Let g : ON — ON x ON be the inverse of Godel’s
pairing function. Define the set c(a, \) C A as follows: for all i € ), i € c(a,\) <= 2No+itl =
Notit2. We say that x is coded into the continuum pattern at o with length X\ iff ¢"c(a, \) = E,.
That is, €] te({z}) = ¢"c(a, N).

We say that x is coded into the continuum pattern when there is some a, A such that x is coded
into the continuum pattern at o with length A.

Remark. Note that we are coding i by the behavior of the continuum function at Ry;41 instead of
No+i. This is because we have greater forcing control over regular cardinals than singular cardinals,
and all successor cardinals are regular.

To control the continuum function x — 2% at regular cardinals, we use a generalization of the
poset P = (2[“X”2]<w, D). We now study the properties of this type of posets.

Definition 4. Let s, A be cardinals, let Add(x, ) the set {p : pis a partial function k x A —
2&|p| < K}, ordered by DO. That is, p < g <= p 2D ¢ (p is stronger than ¢, in the sense of
containing more information). Intuitively, Add(x, \) reads “add to x A-many subsets”. The poset
to force ~C'H we've seen is Add(w,ws).

As one would expect, forcing with Add(k, A) will give us M[G] E 2% > A. The precise derivation
of this fact comes from the following propositions:

Proposition 5. Add(k, \) has the (2<%)*-cc.

Proof. Let u = (2<%)*. Suppose for contradiction that A C Add(k,\) is an antichain with cardi-
nality p. We first deal with the case where « is regular.

Let (p¢ | € < p) enumerate A. Let S; = dom p;. By the delta system lemma, we get D C u such
that card(D) = p so that {S; | i € D} forms a delta system with root R. Since |R| < k (why?) we
have that 2/ R| < p.

Claim: there must be ¢ # j € D such that p; and p; are compatible. If this claim holds, then
we have a contradiction to the assumption that A is an antichain.

Proof of claim: For {p; | i € D} to be pairwise incompatible, we need that {p; | R |i € D} to
be pairwise disjoint. Note that each p; | R is a 0 — 1 sequence of length |R|. But the total number
of length-|R| 0 — 1 sequences is oAl < = |D|. By the pigeonhole principle, there must be i # j



such that R = dom(p;) Ndom(p;) and p; [ R = p; [ R. But then ¢ = p; Up; is a common extension
to them. This finishes the proof of claim and the case for s regular.

If x were singular, then we note that A = (J,_,.{pc € A | |p¢] < A}. But the cardinality of A
is p, a regular cardinal. Then there must be some kg < x such that {ps € A | |p¢|] < Ko} = A’ has
size . Then we may proceed with the above proof by considering A’ instead, and prove that A’
can’t be an antichain.

O]

Proposition 6. If P has the p-cc, then forcing with P preserves cofinalities and cardinals > u
(exercise, straightforward generalization of the ccc case)

Proof. exercise. straightforward generalization with the case of ccc. O

Remark. Note that this proposition also tells us that if P is a forcing poset, then the cardinals
> |P| are preserved (because trivially P has the |P|*-cc).

Here is a notion that allows us to show preservations of small cofinalities and cardinalities.

Definition 7. P is k-closed, iff given any descending sequence (p; | i < «), where o < &, there is
a lower bound for that sequence.

Proposition 8. If P is k-closed, the forcing with P preserves cofinalities and cardinalities < k.

Proof. First I claim that it suffices to show P preserves regular cardinals < k. Why? Recall that
cofM(a) > cofMICl(a) for all o. For the other direction, let cof™(a) = ~. Note that cofinalities
can only be regular cardinals and since P preserves regular cardinal, « is also a regular cardinal in
M[G]. Suppose for contradiction that cof™ (o) > cof ™[], Then there is in M[G] cofinal functions
f:v— aand g:J — a where § <. Now we will construct in M[G] a cofinal function h : § — =,
contradicting v’s regularity in M|[G]. We define h as follows: h(i) = min{j € v | g(i) < f(4)}. We
see that h is well-defined (picture?), and maps § cofinally to ~.

To see that a k-closed P preserves regular cardinals < k, let A be a regular cardinal < k, and
let G C P be M-generic. Suppose for contradiction that M[G] E 3f : 0 —cor A where § < A. T will
show that such an f is in M as well, contradicting A’s regularity in M.

To see this, fix pg € G with pg Il—f 0 —beof A. And for i < 8, fix Pi+1 < p; such that p; 1 decides
that value of f on i (that is, for some a € A, piy1IF f(i) = &). And if g < 4 is a limit ordinal,
then by k-closure, we may fix a lower bound p, to the sequence (p; | i < p1). To see that this lower
bound is in G, we notice that D = {q € P | Vi < p g < pjorFi < pu(qLp;)} is dense. So GN D # (.
But then the only possibility is that G N D contains some lower bound of that sequence.

Finally, let ps € G be a lower bound to the sequence (p; | i < ¢). It follows that ps is in M and
ps decides the value of f(i) for all i < §. So we can define f in M as f(i) = a iff psI- f(i) = & So
f € M, contradiction. O

Proposition 9. Suppose & is regular, then Add(k, \) is k-closed

Proof. let (p; | i < p) be a sequence of elements from Add(k, ) and p < k. Now let p = U, pi-
Now p is a partial function from x x A to {0,1}. Moreover, each p; has cardinality < &k by
definition, and we are unioning < x many of them, so by x’s regularity, we have that |p| < k. So
p € Add(k, \). O

Here we define a concept that will help us obtain an upper bound of 2 in the forcing extension,
which we will need later in some arguments.



Definition 10. Let 7 be a P-name. Then a nice name of a subset of 7 is a P-name of the form

U{{r} x Az | m € dom(7)}
where each A, is an antichain in P.

The following series of propositions will illustrate how the nice names place an upper bound on
the continuum function.

Proposition 11. Let P be a poset such that x = |P| and that P has the A-cc. Let 7 be a P-name
with |7| = p. Then there are at most (£<*)* many nice names for subsets of 7.

Proof. By A-cc, each A, has cardinality < ), so P has at most £<* many antichains. And since o
will have to come from dom(7) and |7| = p, there can only be at most (£<*)* many nice names. [J

Proposition 12 (AC). If o, 7 are P-names, then there is a nice name p such that 1l-o C 7 — o = p.
(More snappily: every subset of 7 is given by a nice name).

Proof. Given 7, we define p := [ J{{n} x A | 7 € dom(7)}, where A, satisfies:
e A is an antichain
e cach p € A, is such that plF7m € o
e for any B with the above two properties, B C A,

The existence of such A;’s is guaranteed by Zorn’s lemma.
Now suppose G C P is M-generic and M[G] F o¢ C 7. We show that o = 7¢.

D: let a € pg, then by definition of p, there is some 7 € dom(7) such that a = 7, and there is
some p € G with plF7 € ¢. This means that a = ng € pg.

C: Let a € og. It follows that a = 7w for some m € dom(7) (we are assuming o C 7). For this
m, if Ar NG # 0, then any p € A; NG will have (m,p) € p, and since p € G, we have 7 = a € pg.
On the other hand, if A NG = 0, then D := {p : Ir € Az(p < )} U{p : Vr € Az(pLr)}
is dense (exercise). So G N D, # 0. And since A N D = (), the only possibility is that some
qeGND C{p:Vre A(pLr)}. Let ¢’ € G be such that ¢'IF7 € o and let r € G be a common
extension to them both. Then A, U {r} satisfies the first two bullet points above, contradicting the
maximality of A. O

We can now compute upper bounds using nice names

Proposition 13. Suppose P is a poset of cardinality x, and suppose also P has the A-cc. Let u be
a cardinal and let § = (k<*)*. Then, if G C P is M-generic, then M|[G] F 2# < §

Proof. the name fi has size p. So there are at most 6 many nice names for subsets of fi. Let
(P21 | € < 0) enumerate them. Let f = {(op(&, pe),1) : £ < 0}. Then in M[G] we have that fg is a
surjective function with domain § and range P(A). Hence in M[G], f witnesses 2+ < §. O

Why do we care about upper bounds of the continuum function? The significance of the
preceding (i.e., limitations of set-sized forcings) is illustrated in the following proposition:

Proposition 14. For a set-sized forcing poset P, forcing with P can only affect the continuum
function on an initial segment.



Proof. say |P| = &, then trivially P has the x"-cc. So cardinals > k are preserved.

Now recall that if p is a cardinal, then there are at most (k)" many nice names for subsets
of u (because |fi| = p). Take p to be sufficiently large (for definiteness, p = k suffices), we have
(k®)* = 2#. This means that PMIS(4) can have at most (2#)™ many elements. And because no
cardinals > & are collapsed, we have that (2#)MIG] > (21)M O

Remark. In fact the above proof shows: If P is a forcing poset, then cardinals and continuum
patterns |P| are preserved.

Recall the notion of coding into the continuum pattern:

Definition Recall that if x is a set, then there is some ordinal J,, and relation E, C § x § such
that (tc({z}), €) = (s, Ez) Let o, A be ordinals. Let g : ON — ON x ON be the inverse of Godel’s
pairing function. Define the set c(a, A\) C A as follows: for all i € X, i € c(a,)) <= 2Ne+itl =
Notit2. We say that x is coded into the continuum pattern at o with length X iff ¢"c(a, \) = E,.
That is, €] tc({z}) = ¢"c(a, ).

We say that = is coded into the continuum pattern when there is some a, A such that x is coded
into the continuum pattern at o with length A.

We are now ready to introduce an axiom that implies the Ground Axiom.

Definition 15 (Definition 3.1 in Reitz). The continuum Coding Axiom (CCA) is the assertion that
for every ordinal o and every a C a, there is an ordinal § such that 8 € a «» 2%+6+1 = (Rg;511) "
for every 8 < a.

In our terminology, this axiom says every set of ordinals is coded into the continuum pattern.
Theorem 16. CCA implies GA.

Proof. suppose V' E CCA and that V. = W][h] is a set-forcing extension of W, obtained from
the poset Q € W, where h C Q is W-generic. By our previous results, cardinals and continuum
patterns > |Q| are preserved.

Now every set of ordinals is coded into the continuum pattern in V. It suffices to show that one
such code occurs above |Q|. Why? Because cardinal and continuum stuff above |Q| is not affected.
So one such code will be in W. So V and W have the same sets of ordinals, and hence they are
identical.

To see that one such code occurs above |Q], let |Q| = Ry and consider the set o’ = {0+ | 5 € a}.
Now a’ € V, so d’ is coded into the continuum pattern. But notice how the codes of a’ is just a
copy of the codes of a, and shifted above s = |Q|. Hence a is coded in the continuum pattern
above |Q| as well. O

We want to know if we can obtain a model satisfying CCA. Doing this requires manipulating
the continuum function many, many times. We've seen that if M F ZFC then M|G| E ZFC. But
then we can carry out forcing arguments in M[G] as well, we get, say M[G][H]. In fact, we can do
this finitely many times, but we need to be careful if we want to do this transfinitely many times.

Remark. There exists a chain of models My C M; C My C ... such that My F ZFC is a ground
model and each M, is a generic extension of M, but that |J M,, is not a model of ZFC.

new

To see this, take My E ZFC to be a ctm. Since My is countable, we may fix (in V) a cofinal
sequence (k, | n € w) of the cardinals in M. Let M, 1 be M,[G,] where G,, C (Add(w, r,,))"" is



a generic filter. This forces (2¢)Mn+1 to be bigger than k,,. At the limit, we are going to have that
2% is greater than all cardinals. So powerset axiom fails.

So some care is needed to manipulate the continuum pattern infinitely many times. We may
ask, for example, can we ask a single forcing poset to do to the continuum pattern than just altering
one place of it? Here’s a (perhaps badly drawn) analogy to motivate the construction:

We’ve seen how to add a single real with the poset ({p : p is a partial function w — 2A|p| < w}, D).
To add wo-many reals, we didn’t force ws-many times with that poset. Instead, we let the conditions
in our poset have product domains (p : w X wy — 2). This way, plus some density arguments, we
managed to add we-many reals with one poset. Can we do something like this to force infinitely
many times (each time with some single Add(k, A)), but with one poset? The hint from our analogy
is that we might want to use some kind of product construction.

Definition 17. Let P, Q be posets. Let the product poset be (P x Q, with an ordering relation
inherited point-wise from the factors: (p,q) < (p' <¢') <= p<p' N¢<{.

Proposition 18. P x Q is a poset and 1pxg = (1p, 1g).
Proof. exercise. O
Now that we have our product poset. We can study its generic filters.

Proposition 19. Suppose K C P x Q is M-generic. Let G = {p € P | 3¢ (p,q) € K} and
H={¢qeQ]|3p(p,q) € K}. Then G CP and H C Q are M-generic and K = G x H.

This proposition follows from a more general fact. To state that fact, we first need a definition.
Definition 20. Let A, B be posets. A function e : A — B is a complete embedding iff

1. e(l4) = 1p

2. a<d =e(a) <e(d)

3. ald = e(a)le(d)

4. If C C A is a maximal antichain, then €”A is a maximal antichain.

Proposition 21. Let eg : P — PxQ and e; : Q — PxQ be complete embeddings. Then any generic
K C P x Q determines generic G C Q, H C Q. Namely G = ¢, ' [K] ={p € P|3g€ Qeo(p) € K}
and H=e;'[K]={q€Q|3IpcQei(q) € K}. Moreover, K =G x H

Proof. That G and H are filters are left as exercises. We show that they are dense. Let D C P be
an arbitrary dense subset. Then D x Q is a dense subset of P x Q (given (p,q), find in D some
P <p,so0(p,q) < (p,q). Hence KN (D x Q) # §. This means that (ey'[K] = G)N D # (. Argue
similarly for H.

For the moreoever: K C G x H by definition (why?). To see G x H C K: take p € G and q € H.
Then (p,1g), (1p,q) € K. Since K is a filter (hence downward directed), we may take (p’,¢') € K
below them. By upward closure, (p/,q’) < (p,q) implies (p,q) € K. O

Lemma 22. the embedding ep : P — P x Q defined by eo(p) = (p, 1g) is a complete embedding.
Simiarly for e; : Q — P x Q.

Proof. exercise. O



So from a generic of a product poset, we may recover generics from each factor. The following
theorem shows that indeed forcing with P x Q does the same thing as forcing with P and then
forcing again with Q.

Theorem 23. Suppose P, Q are posets and let G, H be subsets P, Q respectively. Then the following
are equivalent.

1. G x HCP x Q is M-generic
2. G is M-generic and H is M[G]-generic
3. H is M-generic and G is M[H]-generic
Moreoever, if the above holds, then M |G x H] = M[G][H] = M[H]|G].

I won’t prove this, because we’ll prove something very similar about a generalization of this
construction later. If you're interested in seeing a proof, this is Kunen’s chapter VIII, Theorem 1.4

We'll look at examples of product forcing posets. Understandably, they will be product posets
(with infinitely many factors!) and contain more information.

Example 24. Let I be an index set and let P; be posets for each ¢ € I. Then the full support
product of the P; is the poset ILic/P; = {f | p: I — U;c;Pi A p(i) € P;} (we visualize this as
the set of all the length-|I| sequences, where the ith place is an element of P;). The ordering is
coordinate-wise: p < ¢ iss for all i € I we have p(i) <p, q(7).

Example 25. Let I and P; be as in the above. Then the finite support product of the P; is the
subposet of the full support product where we only allow conditions p with the property that
p(i) # 1p, finitely often.

Remark. We might think of the conditions p with p(i) = 1p, as somehow trivial or containing no
useful information. Also note that the choice of support matters a great deal, for reasons that’s going

to take up too much time. But Joel Hamkins’s answer here on Mathoverflow has a nice explanation:
https://mathoverflow.net/questions/116564/ill-admit-it-i-dont-understand-the-definition-of-the-easton-
product/116579

Here’s a type of forcing that we will actually use.

Definition 26. Suppose [ is a class of regular cardinals (possibly a proper class). For each a € T
let P,, be a poset. Then the Faston support product of the P,’s is the collection of functions p with
set-sized domain dom(p) C I and so that if x is weakly inaccessible, then p(a) # 1p, # for < &
many o < K.

The conditions are ordered first by extension of their domain and then coordinate-wise. p < ¢
iff dom(p) O dom(q) and for all i € dom(q) we have p(i) < q(7).

Remark. Following the language in the previous remark, Easton support says that below a weakly
inaccessible cardinal, p(a) # 1p, (that is, nontrivial information is conveyed) can only happen
boundedly many times. Also, the reason for requiring only that dom(p) C I instead of full equality
is because later we will want I to be a proper class. But for now let’s look at a set-sized I for
simplicity.

Definition 27. Let I be a set of regular cardinals, a function F : I — Card is called an Faston
index function iff it satisfies the following two conditions:



1. if Kk > A, then E(k) > E())
2. ¢f(E(K)) >k

Remark. This is meant to be a bookkeeping function. (by the way “bookkeeping/bookkeeper” is
the only word in the English language with three consecutive sets of double letters without hyphens,
while “subbookkeeper” is the only word found in an English language dictionary with four pairs
of double letters in a row.) E is supposed to describe the behavior of the function xk — 2" in our
target extension. Conditions 1 and 2 are ZFC-provable restrictions on the continuum function. The
restriction on regular cardinals is because powersets of singular cardinals are very wacky.

Definition 28. Let E be an Easton index function with domain I. Then the Easton poset P(E) =
IMyer Add(a, E(«)) is the product with Easton support.

Proposition 29. Let F be an Easton index function where dom(E) = I C A", where ) is a regular
cardinal so that 2<* = \. Then P. Then P(E) has the A*-cc.

Remark. As we will see later, the requirement that 2<* = \ is satisfied by all cardinals, if we
assume GCH.

Proof. This proof is going to be very similar to the proof that Add(x, \) has (2<%)"-cc.

Let A ={p; | i < A"} be a subset of P(E), where the p;’s are distinct. We shall prove that there
must be some 4, j such that p;, p; are compatible, making A not an antichain. But first notice we
can assume without loss of generality that each p; has domain I (this is because if p; is not defined
at some « € I, we may consider p; as mapping « to 1. Doing this doesn’t affect compatibility
(exercise)).

For each i < AT, let D; = J{{a} x domp;(a)) | @ € I}.

Remark: recall that p; is a function mapping « to a condition ¢ € Add(a, E(«)). So each D;
tracks the domains of all such ¢’s and keeps them disjoint (this is what the {a} x ... does).

Claim: |D;| < A.
proof of claim: If A is not weakly inaccessible (so regular but not limit), then there are only < A many
regular cardinals below A\ (for example, how many regular cardinals are below R, 1 and R,97).
On the other hand, if A\ is weakly inaccessible (i.e., regular and limit), then the Easton support
condition ensures that there can only be boundedly many i’s where p;(«) # 1 (hence dom p;(«) # 0,
recall that the 1 in Add(a, E(«)) is the empty function). That is, {a} x dom p;(a) # 0 can only
happen < A many times, so D; can only have < A many members that are not the empty set. This
finishes the proof of claim.

So now we look at D = {D; | i < AT}. This is a size AT collection of sets, each of which has
size < A\. Also, 2<* = X and the fact that X is regular implies that A<* = A\ < A*. The blue parts
are conditions of the delta-system lemma. So we may find J C D a delta system with root R, that
is, DiNDj =Rfori#jecJ.

Now to make A = {p; | i < AT} an antichain, we will need to ensure that for all (a,s) € R,
we have that p;(a)(s) # p;(a)(s) whenever i # j. For this to happen, we will need to find enough
0-1 sequences of length |R| to tease them apart. But notice that the total number of 0-1 sequences
of length |R| is ARl < 9<X = \ < At = |J|. So by the pigeonhole principle, there must be some
i # j € J such that p;(a)(s) = pj(a)(s) for all (o,s) € R. But then ¢ = p; Up; is a common
extension. This completes the proof. O

There is a useful representation of P(E) that allows us to show that P(FE)’s preservation prop-
erties.



Definition 30. Let E be an Easton index function and X a cardinal. Then set Ef = E | {a | a >
A} and Ey = E | {a | o < A}. Note that this definition applies whether dom E is a set or not.

Lemma 31. P(E) = P(E, ) x P(EY) for any \.
Proof. exercise. O

Proposition 32. Assume GCH (so that 2<* = )\ for all \). Let E be an Easton index function.
Then forcing with P(E) preserves regular cardinals (and hence cofinalities and cardinalities).

Proof. Suppose for contradiction that 6 is regular in M but not in M[G], where G C P(F) is M-
generic. Let A = cof M1¢(9) and let f: A — 6 in M[G] witness that. Recall that cofinality number
is a regular cardinal, and regular cardinals are downward absolute. So A is regular in M as well.

Now we split P(E) into P(E}) x P(EY) and correspondingly split G into G~ x GT. Then by
our previous theorem about product forcing, we have M[G] = M[G™][G*] = M[|GT][G™].

Claim: P(EY) is A*-closed in M.
proof of claim: if py > p1 > pa > ... is a A-length descending sequence of conditions in ]P’(E;\r),
then ¢ = [J;_, p: is also a function with domain {a | o > A}, where ¢(a) < p;(«) for all o, 3. This
finishes the proof of claim.

So forcing with IP)(EJF) preserves cardinalities < A" and adds no new A-sequences. In particular,
since M F 2<X = A\, we have M[GT] F 2<X = )\, and that P(E )M[Gﬂ P(E; )M (this is because
conditions in P(Ey ) are A-sequences and G doesn’t add any such sequence). So we may apply
Proposition [29)in M[G™] and see that P(E} ) has the AT-cc in M[GT].

But then recall forcing with a A™-cc poset implies that (M[G], M[GT][G™]) have the AT-cover
property. That is, our cofinal function in M[G1][G~] can be covered by F : A — P(6) in M[GT].
This F is a A-sequence, but GT doesn’t add new A-sequences, so F' is in the original model M
as well. Consider |J,., F (i), this is a cofinal subset of §, but has cardinality only A < . This
contradicts our assumption that 6 is regular in M. O

The power of product forcing and Easton posets is the following theorem, which tells us that
the only constraint ZFC puts on the continuum function is 1 and 2 in Definition Other than
that, the continuum function can behave as wild as you’d like.

Theorem 33 (Easton). Assume GCH. Let E be an Easton index function and suppose G C P(E)
is M-generic. Then in M[G] we have: for all K € dom(FE), 2" = E(k).

Proof. From the previous proposition, P(E) preserves cardinalities. Now fix k € dom(E). 2" >
E(k) is just a general fact we proved about Add(k, E(k)). To see that 2® < E(k), split P(E) into
P(E;) x P(E]).

Claim: [P(E;)| = B(x)
proof of claim: E( ) < |H>\<H Add(X, E(X))| is exercise. Conversely, We notice that for each A,
|Add(\, E(\)| = E(M)<, which, under GCH, is just E(\), because E(\) has larger cofinality
than A.

So [TIx<x Add(A, E(N))] is <, E(N) < E(k)" <gcn E(k). This finishes the proof of claim.

Recall that P(E;; ) has the x*-cc (proposition. So there are (|P(EZ)|<*")*-many nice names
for subsets of k. By GOH, this is (E(xk)<"" )" = (E(k)")* = E(k)* = E(k). The last equality holds
by GCH and the fact that cof(E(x)) > k. Moreover, as we've seen, forcing with P(FE;) doesn’t
add k-sequences, so in M |G| we have 2% < E(k). O



So we have some pretty liberal control of the continuum function in a generic extension. But
there are two worries:

1. So far we’ve been assuming all the posets are in the ground model. This doesn’t necessarily have
to be the case. It’s possible that we’ll need a poset that’s not in the ground model but is forced to
be in the generic extension.

2. To force over M F GCH and get M |G| F CCA, we need to manipulate the continuum function
Ord-many times (because we need to code every set of ordinals). But we’ve observed that this
cannot be done when the forcing notion is a set.

In worry 1, the poset might not be in the ground model, but since it will be forced to exist
in the extension, this means it has a name in the ground model. Say we’ve forced with G C P to
obtain M[G], and we need to force with Q € M[G] to obtain some M|[G]H. In the ground model,
we can look at names for Q.

Definition 34. Let P be a poset and Q be a name os that 1pl- “Q is a poset”. Then the two-step
iteration P * (@) has domain consisting of pairs (p, ¢) with p € P and ¢ € dom(Q) so that pl-¢ € Q.
The ordering is defined as follows: (po,do) < (p1,41) iff po < p1 A polkdo < q1.

Fact 35. 1. PxQisa poset
2. if Q € M, then P x Q is isomorphic to P x Q

3. the embedding e : P — P % Q defined by e(p) = (p, 1g) is a complete embedding. Note: we
may assume 1lg = () € M here to avoid technicalities about what to designate as 1g.

Definition 36. Suppose G C P is M-generic, and let H C Qg. Then G x H = {(p,§) € P+ Q |
peGAqs € H}.

Theorem 37. suppose K C P Q is M-generic. Let G = e N K)={p €P|(p,1) € K} and let

H={4c|¢e€dom(Q)AIp (p,4) € K}. Then G C P is M-generic, H C Qg is M[G]-generic, and
M[K] = M[G][H].

Proof. Recall that e defined above is a complete embedding, and so by proposition 7?7, G is M-
generic. So we now show that H is M[G]-generic.

lg € H: this is because (1p, 1g) € K and by definition of H.

Downward directed: let ¢,q' € H. Then there are p,p’ € G such that (p,q), (p',¢) € K (where
¢ =dqc, ¢ = ). Because K is a filter, we may find some (p”,q"”) € K that’s below both of these
conditions. So by definition: p”I-¢” < ¢,q’. Since p” € G, we have: ¢’ = ¢, < ¢',¢q. But then by
definition ¢” € H.

Upward closure: let ¢ = ¢ € H and ¢’ > q € Q. We want to show that ¢’ € H. By definition
of H, there is some p € G such that (p,¢) € K. Now since ¢’ > ¢ (this is a truth in M[G]), then
by the truth lemma that there is some p’ € G such that p'I-¢ > ¢. By downward directedness
of K, there is in K some (p”,¢") < (p/,1),(p,q4). By definition, p”IF¢” < ¢. But also p” < p/,
so pIF¢ < . So we get that (p”,¢") < (p',¢'). So by the upward closure of K, it follows that
(p',q") € K. This means that ¢ € H.

genericity: take D = Dg C Q that is dense in M[G]. Take py € G so that pglF- “D is dense”.
Let D' = {(p,q) e P+ Q| p < po AplF-q e D}. Claim: D’ is dense below (pg,1).
proof of claim: let (p,q) < (pg,1). We want to find (p1,q1) € D’ such that (p1,¢1) < (p,q). By
definition, (p,q) < (po, 1) means that p < po and pl-¢ < 1. But note that pl- “D is dense”. Then
plF3z < ¢ (z € D). Let ¢ be such an z (i.e., pl-q; < gAqi € D, this is possible by the maximality
principle/fullness). Hence (p, q1) is one such (p1,q1) as desired. This finishes the proof of claim.
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So there is (p,¢) € KN D', But then ¢ = ¢ € D and ¢ € H. So HN D # (). Hence H is
M [G]-generic.

K=G«H: C:let (p,4) € K, thenp € G and g € H, So (p,q) € GxH. D:let (p,4) € Gx H.
Then p € G and g € H. Therefore, (p,1) € K and (p/,¢) € K for some p’. But then there is
(»",qd") < (p,1),(p',q) that is in K. So then p” < p and p"IF¢ < ¢. So (p,§) € K.

MI[K] = M|G][H]: note that K = G «x H € M|G|[H], so M|K] C M[|G][H] (this is due to
the minimality of the generic extension). For the other direction, G, H € M[K], so M[G][H] C
MIK]. 0

Remark. two remarks: 1. unlike product forcing, M [G|[H] # M[H]|G]. In fact, the latter doesn’t
even make sense, because Q % P is undefined. 2. The converse to the above theorem is also true:
if G C P is M-generic and H C Qg is M[G]-generic. Letting K = H % G, we have: K C P Q is
M-generic.

So we know how to force in the ground model with “fictional” objects in the generic extension.
I will handwave and state without proof that this can be generalized into transfinite iterations.

Definition 38. Let o be an ordinal. Then the a-stage iterated forcing is a pair of sequences
(Pe : & < a) and (Q¢ : £ < o) so that the following hold:

1. each P¢ is a forcing poset

2. each Qg is a P¢-name for a forcing poset

3. each p € P is a sequence of the form (¢; : i < &) wgere each ¢; € dom(Q;)
4. if§ <nandp e Py, thenp [ € P

5. if £ <nand p € P¢, and p' is an n-length sequence so that p’ [ £ = p and p/(i) = qg, for all
i > &, then p' € Py, Let 62 : P¢ — P, denote the embedding defined by p — p'/

6. 1p, is the sequence (lg, : i < &)

3

7. for p,p’ € Pe, we have p < p' iff p [ ilbp, p(i) < p/(7) for all i < ¢
8. if {41 < «, then P is the set of all p ~ ¢ such that p € P¢ and ¢ € dom((@g) and plrp, ¢ € Qg.

Remark. what’s a good intuition of this? TI’ll have to admit that I don’t have a very good one.
But roughly one might think of it this way: you force with Qy, then Qq, then Qs,..., then Q;,...
and so on, for 7 < a. The P¢’s represent the iteration of the first £ many of those, so that P, is the
total iteration.

So this addresses worry 1. To address worry 2, we use class-sized forcings. We will blackbox
class forcing, but I want to remark that not all facts about set-sized forcings generalize to class-
sized forcings. But we will restrict our attention to a type of class forcing that does have nice
generalizations.

Fact 39. Let P be an Ord-length iteration of set-sized posets, where the support of each p € P
is a set. (this is to ensure that each p is a set, so that P is not a proper class of proper classes).
Then P admits definable forcing relations which satisfy the truth lemma. Moreoever, forcing with
P preserves ZFC.

Generalizing Easton’s theorem from last time in a straightforward manner, we have:
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Theorem 40 (Easton). Assume GCH. Let E be an Easton index function whose domain is the
class of all regular cardinals. Then if G C P(F) is M-generic, then we have that M [G] F 2" = E(k)
for all regular k.

Finally, as promised, we show how to force CC'A, and hence GA.
Recall the notion of coding into the continuum pattern:

Definition Recall that if x is a set, then there is some ordinal §, and relation E, C § x § such
that (tc({z}), €) = (s, Ex) Let o, A be ordinals. Let g : ON — ON x ON be the inverse of Godel’s
pairing function. Define the set c(a, \) C A as follows: for all i € X, i € c(a,)) <= 2e+it1 =
Notire. We say that x is coded into the continuum pattern at o with length X\ iff ¢"c(a, \) = E,.
That is, €] te({z}) = ¢"c(a, ).

We say that x is coded into the continuum pattern when there is some a, A such that x is coded
into the continuum pattern at o with length .

Theorem 41. There is a class forcing P such that it forces every set (that is, every set in the
extension) to be coded into the continuum pattern.

proof.
For simplicity, assume GCH in the ground model (it suffices to assume V = L for example).

Definition 42 (Hamkins). Given posets A and B, we define the lottery sum of A and B to be the
poset A® B = {((4,a),(B,b)) |a€ ANb € B}U{lagp}, where 144 p is some distinguish element.
The ordering is defined to be (X, z) < (Y,y) iff X =Y and z <x y and (X, z) < lggp for all X, z.

Remark. The lottery component of this definition is illustrated by considering some generic G C
A@® B. Since everything in a filter is compatible with everything else, we conclude that if (A, x) € G,
then it’s not the case that (B,y) € G. So figuratively, taking a generic is like a lottery of which
poset we want to force with.

Definition 43. Let P = Po,q be the full-support iteration (P¢ : £ € Ord), (Q¢ : € € Ord) defined
so that Q¢ is a Pg-name for the lottery sum of some trivial forcing (any forcing that doesn’t add
new sets) and Add(Reiq, Reps).

Remark. To see what this forcing does: at stage £ of the iteration, we generically choose whether
to do nothing (so we preserve GCH), or to violate GCH at N1 ;. Full support here means that at
each limit stage 7, the conditions p € P, can be non-1 for arbitrarily many i < 7.

Let G C P be M-generic. Then M[G] satisfies ZFC. We want to show that every set in M[G] is
coded into the continuum pattern. Recall that since transitive ZFC models are determined by their
ordinals, it suffices to show that every set of ordinals is coded into the continuum pattern. Just to
be clear, we want to show: for every set of ordinals a € M[G], such that a C ~ for some =, there is
a € Ord such that for s < v we have that i € q <> 28e+i+1 = 2Natit2,

Claim 44. P doesn collapse cardinals.

Proof. this is skipped, because we didn’t get into the specific properties of class forcing. O

Claim 45. For every x € M|[G], there is £ € Ord such that x € M[G¢], where G¢ C P¢ is the
restriction of G to P

proof sketch. First, notice that the Q¢’s will be more and more closed as {-increases. (recall:
Add(k, \) is k-closed.) So if z € M[G] and |z| < Nsyq, then x cannot be added later than the 0’s
stage. O]

12



Fix a € M[G] a set of ordinals with a C 7. Fix £ such that a € M[G¢].

Claim 46. densely many conditions in the tail forcing above £ will force a to be coded into the
continuum pattern.

Proof. Take a condition p in the tail forcing. Let o = sup{i | p(i) # 1}. Then a € Ord (this is
because our support is taken to be set-sized, so such i’s form a set). Notice that we can extend p
to p’ by leaving things below o unchanged, and for each i < v, we can extend p(a + 1) so p/'(a + 1)
is in the trivial part if i ¢ a and p'(« + ) is in the Add part if ¢ € a. Then, any generic containing
p’ will code a into the continuum pattern starting at a. ]

So by density, if G¢ is the restriction of G to the tail forcing, then G¢ will force a to be coded
into the continuum pattern. Taking stock, what we’ve shown is that for any arbitrary set of ordinals
a € M[G], a is coded into the continuum pattern. Hence, every set is coded into the continuum
pattern.  OTheorem [T]

Corollary 47. Con(ZFC) — Con(ZFC + GA + —~GCH).

Coding sets into the continuum pattern is a versatile tool. For example, every set is consistently
hereditarily ordinal definable.

Definition 48. A set X is ordinal definable iff there is some formula ¢(x, @) with one free variable
x and some (possible none) ordinal parameters @, such that for any a, a € X < p(a,d). A set X
is hereditarily ordinal definable iff every set in the transitive closure of { X} is ordinal definable.

The class of all ordinal definable sets is denoted OD and the class of all hereditarily ordinal
definable sets is denoted HOD.

Fact 49. HOD is transitive, and HOD E ZFC.

Fact 50. HOD is the largest transitive model of ZFC for which there exists a definable one-to-one
correspondence with the class of all ordinals.

Proposition 51. Let X be a set in V. Then there is a generic extension V[G] such that X €
(HOD)V1C],

proof sketch. Code the transitive closure of {X} into the continuum pattern (so there is a set of
ordinal Ex such that I'” Ex is isomorphic to €] t¢({X})). So in the extension, there is some 6
such that in V]G], 2%++1 = Ry ;.0 iff i € Ex. So in the extension V[G], we may define Ex as
{i | 2%+i+1 = Ny ; o}, So this set of ordinals is in HOD. By our proposition two lectures ago, X
is in HOD. O

A small variation of the technique above gives us the universal definition phenomenon (Hamkins)
in set theory:

Proposition 52 (the simplified case of universal definition of a real). there is a definition ¢(z)
such that for any real a C w, there is a forcing extension such that ¢(x) defines a. That is, there
is a unique z such that ¢(z) and z = a. More snappily, any particular real number r can become
definable in a forcing extension of the universe.

proof sketch. Given r C w. Use Easton’s theorem to make Rt — Ny 40 or oRnt1 =% Ny, 49, depend-
ing on whether n € r. O
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